An analysis of the Prothero–Robinson example for constructing new adaptive ESDIRK methods of order 3 and 4
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ABSTRACT

Explicit singly-diagonally-implicit (ESDIRK) Runge–Kutta methods have usually order reduction if they are applied on stiff ODEs, such as the example of Prothero and Robinson. It can be observed that the numerical order of convergence decreases to the stage order, which is limited to two. In this paper we analyse the Prothero–Robinson example and derive new order conditions to avoid order reduction. New third and fourth order ESDIRK methods are created, which are applied to the Prothero–Robinson example and to an index-2 DAE. Numerical examples show that the new methods have better convergence properties than usual ESDIRK methods.
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1. Introduction

It is possible with Runge–Kutta methods to solve stiff ODEs (see for example the problem of Prothero–Robinson [14]) and differential algebraic equations [7,19]. Explicit Runge–Kutta methods may not be a good choice, because to get a stable numerical solution a step size restriction should be accepted, i.e. the problem should be solved with very small time steps. Therefore, it might be better to use implicit Runge–Kutta methods. Yet, the convergence order may not be achieved [7,19], i.e. the so-called order reduction phenomenon can be observed. In [7] convergence results for implicit Runge–Kutta methods applied on the example of Prothero and Robinson [14] can be found where the so-called stage order plays an important role. Ostermann and Roche prove in [13] that implicit Runge–Kutta methods may have a fractional order of convergence for general linear ODEs.

Fully implicit Runge–Kutta methods may be ineffective for solving high dimensional ODEs, since they need a high computational effort, which can be reduced if diagonally implicit Runge–Kutta (DIRK) methods are used. We distinguish two classes of DIRK methods. First we have the singly-diagonally-implicit Runge–Kutta (SDIRK) methods, where all diagonal elements are non-zero and equal. In this case the stage order is limited to one. Therefore, in [2] Cameron introduced the so-called quasi-stage order. This concept is improved in paper [3], where the method SDIRK2 is derived. In [15] an analysis of the example of Prothero and Robinson applied on SDIRK methods can be found. An analysis of the local error and numerical examples shows that at least second order convergence can be achieved in the case of the stiff Prothero–Robinson example [16], since further order conditions are fulfilled.

Stage order 2 is possible if the first diagonal entry is equal to zero. In this case the methods are called explicit singly-diagonally-implicit Runge–Kutta (ESDIRK) methods. These methods are widely used in the solution of ODEs and PDEs [10,9]. The order reduction can be decreased if order conditions for index-2 DAEs [6,8] are satisfied, as is shown in [20,18]. But
when these methods are applied on medium stiff problems strong order reduction may be observed, although the numerical approximations are of good quality [16].

The main task of this paper is the generalisation of the concept in [15] to ESDIRK methods to develop further order conditions. With the help of these conditions we create more effective ESDIRK methods.

The paper is structured as follows: we first consider ESDIRK methods and apply them to the Prothero–Robinson example. In Section 2 we consider the local error of these methods in the stiff case. We derive further order conditions to improve the convergence order for stiff ODEs. Two third order and one fourth order ESDIRK methods are created in Section 3, and finally we present some numerical results and apply our new methods on several test examples. In the case of the Prothero–Robinson we show that we reach full order \( p \). Since our new methods satisfy order conditions for DAEs of index 2 our second example is index-2 DAE. It is shown that our new methods are much more effective than the known ones.

2. ESDIRK methods

2.1. Application to ODEs

We start our considerations with an ODE of the form

\[
\dot{u} = F(t, u), \quad u(0) = u_0. \tag{1}
\]

A Runge–Kutta method (RK method) with \( s \) internal stages [7,19] is a one-step-method for solving (1) of the form

\[
k_i = F \left( t_m + c_i \tau_m, u_m + \tau_m \sum_{j=1}^{s} a_{ij} k_j \right), \quad i = 1, \ldots, s, \tag{2}
\]

\[
u_{m+1} = u_m + \tau_m \sum_{i=1}^{s} b_i k_i. \tag{3}
\]

The coefficients \( a_{ij}, b_i \) and \( c_i \) should be chosen in such a way that some order conditions are satisfied to obtain a sufficient consistency order. In this paper the coefficients of the RK method (2)–(3) satisfy \( a_{ij} = 0 \) for \( i < j, i, j \in \{1, \ldots, s\} \), \( a_{11} = 0 \), and \( a_{ij} \neq 0 \) for \( i \in \{2, \ldots, s\} \). RK methods satisfying these conditions are called explicit singly-diagonally-implicit Runge–Kutta methods (ESDIRK methods). These methods are discussed in several papers and books, e.g. in [19,7]. Butcher introduces in [1] the so-called simplifying conditions, which are given by

\[
B(p) : \sum_{i=1}^{s} b_i c_i^{k-1} = 1/k, \quad k = 1, \ldots, p, \tag{7}
\]

\[
C(q) : \sum_{j=1}^{s} a_{ij} c_j^{k-1} = c_i^k/k, \quad i = 1, \ldots, s, k = 1, \ldots, q. \tag{8}
\]

Solving a stiff ODE with the help of an RK method, the convergence order may drop down from \( p \) to \( q \) if \( p > q \), see [7], i.e. the method has order reduction. The minimum of \( p \) and \( q \) is often called stage order of the Runge–Kutta-method.

Runge–Kutta methods have the advantage that they allow an easy implementation of an adaptive time step control. Consider a Runge–Kutta method of order \( p \geq 2 \). An adaptive time step control employs a second Runge–Kutta method, which has the coefficients \( a_{ij}, b_i \) and \( c_i, i, j = 1, \ldots, s \), and order \( p - 1 \). The solution of the second method at time \( t_{m+1} \) is given by

\[
\hat{u}_{m+1} = u_m + \sum_{i=1}^{s} \hat{b}_i k_i.
\]

Now, the next time step \( \tau_{m+1} \) is proposed to be

\[
\tau_{m+1} = \rho \frac{\tau_m^2}{\tau_{m-1}} \left( \frac{TOL \cdot r_m}{r_{m+1}^2} \right)^{1/p}, \tag{4}
\]

where \( \rho \in (0, 1] \) is a safety factor, \( TOL > 0 \) is a given tolerance and

\[
r_{m+1} := \| \hat{u}_{m+1} - \dot{u}_{m+1} \|. \tag{5}
\]

This step size selection rule is called PI-controller and goes back to Gustafsson et al. [5]. For details on the numerical error and the implementation of automatic step length control we refer to [7,11].
2.2. Application to the example of Prothero–Robinson

In the following we consider the example of Prothero–Robinson, which is given by

\[ \dot{u} = \lambda (u - \varphi(t)) + \dot{\varphi}(t), \quad u(0) = \varphi(0), \]

(6)

where \( \lambda \ll 0 \) and \( \varphi(t) \) is a given function. The exact solution of Eq. (6) is given by \( u(t) = \varphi(t) \). Next we apply the ESDIRK method (2)–(3) on the ODE (6). We obtain

\[ k_i = \lambda \left( u_m + \tau \sum_{j=1}^{i} a_{ij} k_j - \varphi(t_m + c_i \tau) \right) + \dot{\varphi}(t_m + c_i \tau), \quad i = 1, \ldots, s. \]

With the notations

\[ \varphi_m^{(k)} := \varphi^{(k)}(t_m), \varphi_i^{(k)} := \varphi^{(k)}(t_m + c_i \tau), \quad i = 1, \ldots, s, k \geq 0, \]

\[ \hat{\Phi}^{(k)} := (\varphi_2^{(k)}, \ldots, \varphi_s^{(k)})^\top, \quad \hat{\mathbf{k}} := (k_2, \ldots, k_s)^\top, \quad \hat{\mathbf{e}} := (1, \ldots, 1)^\top \in \mathbb{R}^{s-1}, \]

\[ \hat{\mathbf{c}} := (c_2, \ldots, c_s)^\top \]

it follows

\[ k_1 = \lambda (u_m - \varphi_m) + \dot{\varphi}_m, \]

\[ k_i = \lambda \left( u_m + \tau \sum_{j=1}^{i} a_{ij} k_j - \varphi_i \right) + \dot{\varphi}_i \]

\[ = \lambda \left( u_m + \tau a_1 k_1 + \tau \sum_{j=2}^{i} a_{ij} k_j - \varphi_i \right) + \dot{\varphi}_i, \quad i = 2, \ldots, s. \]

Using the vector notation introduced above we obtain

\[ \hat{\mathbf{k}} = \lambda \left( u_m \hat{\mathbf{e}} + \tau a_1 k_1 + \tau \hat{\mathbf{A}} \hat{\mathbf{k}} - \hat{\Phi} \right) + \hat{\Phi}, \]

where

\[ a_1 = (a_{21}, \ldots, a_{s1})^\top, \quad \hat{\mathbf{A}} = \begin{pmatrix} a_{21} & \cdots & a_{2s} \\ \vdots & \ddots & \vdots \\ a_{s1} & \cdots & a_{ss} \end{pmatrix}. \]

With \( z = \lambda \tau \) it follows

\[ \hat{\mathbf{k}} = (I - z \hat{\mathbf{A}})^{-1} \left( \lambda \left( u_m \hat{\mathbf{e}} + \tau a_1 k_1 - \hat{\Phi} \right) + \hat{\Phi} \right). \]

(7)

We insert Eq. (7) into (3) and get

\[ u_{m+1} = u_m + \tau \sum_{i=1}^{s} b_i k_i = u_m + \tau b_1 k_1 + \tau \hat{\mathbf{b}}^\top \hat{\mathbf{k}} \]

\[ = u_m + \tau b_1 k_1 + \tau \hat{\mathbf{b}}^\top (I - z \hat{\mathbf{A}})^{-1} \left[ \lambda \left( u_m \hat{\mathbf{e}} + \tau a_1 k_1 - \hat{\Phi} \right) + \hat{\Phi} \right] \]

\[ = u_m + \tau b_1 k_1 + z \hat{\mathbf{b}}^\top (I - z \hat{\mathbf{A}})^{-1} \left( u_m \hat{\mathbf{e}} + \tau a_1 k_1 - \hat{\Phi} \right) \]

\[ + \tau \hat{\mathbf{b}}^\top (I - z \hat{\mathbf{A}})^{-1} \hat{\Phi}, \]

(8)

where \( \hat{\mathbf{b}} = (b_2, \ldots, b_s)^\top \).
2.3. The local error

The local error of an ESDIRK method applied to the Prothero–Robinson example is given by

$$
\epsilon(t_{m+1}) = u_{m+1} - \varphi(t_{m+1})
= u_m - \varphi_m + \tau b_1 k_1 + z \tilde{b}^\top (I - z \tilde{A})^{-1} \left[ u_m \epsilon + \tau a_1 k_1 - \hat{\Phi} \right] + \tau \tilde{b}^\top (I - z \tilde{A})^{-1} \hat{\Phi},
$$

In the case of the local error we assume that one time step is computed with the help of the exact solution at the previous time. Therefore, we replace $u_m$ by the exact solution $\varphi(t_m)$. Next we write the local error in the form

$$
\epsilon(t_{m+1}) = R(z)(u_m - \varphi(t_m)) + \delta_\tau(t_{m+1}),
$$

where

$$
\delta_\tau(t_{m+1}) = \varphi_m - \varphi_{m+1} + \tau b_1 \dot{\varphi}_m + z \tilde{b}^\top (I - z \tilde{A})^{-1} \left[ \varphi_m \epsilon + \tau a_1 \dot{\varphi}_m - \hat{\Phi} \right] + \tau \tilde{b}^\top (I - z \tilde{A})^{-1} \hat{\Phi}
$$

and $R(z)$ is the stability function of the ESDIRK method and given by

$$
R(z) = 1 + zb_1 + z \tilde{b}^\top (I - z \tilde{A})^{-1} (\epsilon + za_1).
$$

In the stiff case $\tau$ tends to 0 and $z$ to infinity [7]. Therefore we expand the term $(I - z \tilde{A})^{-1}$ for large $z$ as follows

$$(I - z \tilde{A})^{-1} = -(\tilde{A}z)^{-1} - (\tilde{A}z)^{-2} - \ldots.
$$

Since $(I - z \tilde{A})^{-1}$ is expanded in two variables $\tau$ and $z$ we need the derivatives of $(I - z \tilde{A})^{-1}$. Let $\tilde{z} = 1/z$. Then

$$
\left( \frac{I - \tilde{A}}{\tilde{z}} \right)^{(k)} \rightarrow -k! \tilde{z}^{-k}, \quad \text{for } \tilde{z} \to 0,
$$

if $k \geq 1$. Then the Taylor expansion of $\delta_\tau(t_{m+1})$ reads as

$$
\delta_\tau(t_{m+1}) = -\sum_{k=1}^{p} \varphi_m^{(k)} \frac{\tau^k}{k!} + \tau b_1 \dot{\varphi}_m + \mathcal{O}(\tau^{p+1})
- z \sum_{k=1}^{\infty} \sum_{l=1}^{k} \frac{k!}{l!} (I - \tilde{A})^{-l} \left[ \varphi_m \epsilon + a_1 \dot{\varphi}_m - \hat{\Phi} \right] \frac{\tau^{k-l}}{k! \tilde{z}^l},
$$

In the second row the term $k = l$ vanishes. In the last term we sum from $l = 0$ to $k - 1$ and get

$$
\delta_\tau(t_{m+1}) = -\sum_{k=1}^{p} \varphi_m^{(k)} \frac{\tau^k}{k!} + \tau b_1 \dot{\varphi}_m
- \sum_{k=2}^{\infty} \sum_{l=1}^{k-1} \frac{(k-1)!}{l!} (I - \tilde{A})^{-l} \left[ a_1 \dot{\varphi}_m - \hat{\Phi} \right] \frac{\tau^{k-l}}{(k-l)! \tilde{z}^{l+1}}
- \sum_{k=1}^{\infty} \sum_{l=0}^{k-1} \frac{(k-1)!}{l!} (I - \tilde{A})^{-l} \varphi_m^{(k-l)} \frac{\tau^{k-l}}{(k-l-1)! \tilde{z}^{l+1}} + \mathcal{O}(\tau^{p+1}).
$$

Then we split the second sum and obtain

$$
\delta_\tau(t_{m+1}) = -\sum_{k=1}^{p} \varphi_m^{(k)} \frac{\tau^k}{k!} + \mathcal{O}(\tau^{p+1}) + \tau b_1 \dot{\varphi}_m
- \sum_{k=2}^{\infty} \sum_{l=0}^{k-1} \frac{(k-1)!}{l!} (I - \tilde{A})^{-l} \left[ a_1 \dot{\varphi}_m - \hat{\Phi} \right] \frac{\tau^{k-l}}{(k-l-1)! \tilde{z}^{l+1}}.
$$
\[- \sum_{k=3}^{\infty} \mathbf{b}^T \sum_{l=2}^{k-1} \tilde{A}^{-l} \left[ \mathbf{a}_l \phi_m \delta_{k-l,1} - \mathbf{c}_k \phi_m (k-l) \right] \frac{\tau^{k-l}}{(k-l)!} \]
\[- \sum_{k=1}^{\infty} \mathbf{b}^T \sum_{l=0}^{k-1} \tilde{A}^{-l-1} \mathbf{c}_l \phi_m (k-l) \frac{\tau^{k-l}}{(k-l-1)!} \].

Next we sum in the second row from \(k = 1\) and combine this sum to the sum in the first row. Moreover, we sum in the third and fourth row from \(k = 2\). We obtain

\[ \delta \tau (t_{m+1}) = \tau \left[ b_1 + \mathbf{b}^T \tilde{A}^{-1} (\mathbf{c} - \mathbf{a}_1) - 1 \right] \phi_m \]
\[ + \sum_{k=2}^{p} \left[ \mathbf{b}^T \tilde{A}^{-1} \mathbf{c}_k - 1 \right] \phi_m (k) \frac{\tau^k}{k!} + \mathcal{O}(\tau^{p+1}) \]
\[- \sum_{k=2}^{\infty} \mathbf{b}^T \sum_{l=1}^{k-1} \tilde{A}^{-l} \left[ \mathbf{a}_l \phi_m \delta_{k-l,1} - \mathbf{c}_k \phi_m (k-l) \right] \frac{\tau^{k-l}}{(k-l)!} \]
\[- \sum_{k=2}^{\infty} \mathbf{b}^T \sum_{l=1}^{k-1} \tilde{A}^{-l-1} \phi_m (k-l) \frac{\tau^{k-l}}{(k-l-1)!} \].

The last two sums can be combined, but we separate the case \(l = k - 1\). Then we have

\[ \delta \tau (t_{m+1}) = \tau \left[ b_1 + \mathbf{b}^T \tilde{A}^{-1} (\mathbf{c} - \mathbf{a}_1) - 1 \right] \phi_m \]
\[ + \sum_{k=2}^{p} \left[ \mathbf{b}^T \tilde{A}^{-1} \mathbf{c}_k - 1 \right] \phi_m (k) \frac{\tau^k}{k!} + \mathcal{O}(\tau^{p+1}) \]
\[ + \sum_{k=2}^{\infty} \mathbf{b}^T \left[ \tilde{A}^{-k} (\mathbf{c} - \mathbf{a}_1) - \tilde{A}^{-k+1} \mathbf{e} \right] \phi_m \frac{\tau}{z^{k-1}} \]
\[- \sum_{k=2}^{\infty} \mathbf{b}^T \sum_{l=1}^{k-2} \tilde{A}^{-l} \left[ \tilde{A}^{-l} \mathbf{c}_k - (k-l) \mathbf{c}_k^{k-l-1} \right] \phi_m (k-l) \frac{\tau^{k-l}}{(k-l)!} \].

2.4. Order conditions

From the representation of the local error we get new order conditions, which are given

\[ b_1 + \mathbf{b}^T \tilde{A}^{-1} (\mathbf{c} - \mathbf{a}_1) = 1, \quad (11) \]
\[ \mathbf{b}^T \tilde{A}^{-1} \mathbf{c}_k = 1, \quad k = 2, \ldots, p, \quad (12) \]
\[ \mathbf{b}^T \left[ \tilde{A}^{-k} (\mathbf{c} - \mathbf{a}_1) - \tilde{A}^{-k+1} \mathbf{e} \right] = 0, \quad k = 2, \ldots, p, \quad (13) \]
\[ \mathbf{b}^T \tilde{A}^{-l} \left[ \tilde{A}^{-l} \mathbf{c}_k - (k-l) \mathbf{c}_k^{k-l-1} \right] = 0 \quad (14) \]

for \(k = 2, \ldots, \infty\) and \(l = \max\{1, k - p\}, \ldots, k - 2\).

Theorem 1.

- If the ESDIRK method (2)-(3) is stiffly accurate the conditions (11) and (12) are automatically satisfied.
- Let the ESDIRK method (2)-(3) be consistent and the simplifying condition C(1) valid. Then conditions (11) and (13) are fulfilled.
- If the ESDIRK method (2)-(3) satisfies the simplifying conditions B(q) and C(q), Eq. (12) is automatically valid \(k = q\).

Proof.

- First we consider condition (11) and write it component-wise as

\[ b_1 + \sum_{i,j=2}^{\infty} \check{b}_{ij} \omega_{ij} (c_j - a_{j1}) = 1, \]
where the entries of \( \tilde{A}^{-1} \) are denoted by \( \alpha_{ij} \). Since \( \tilde{b}_i = \tilde{a}_i \) holds for a stiffly accurate ESDIRK method we have
\[
\sum_{i=2}^{s} \tilde{b}_i \alpha_{ij} = \sum_{i=2}^{s} \tilde{a}_i \alpha_{ij} = \delta_{ij}
\]
and
\[
b_1 + \sum_{i,j=2}^{s} \tilde{b}_i \alpha_{ij}(c_j - a_{j1}) = b_1 + \sum_{j=2}^{s} \delta_{ij}(c_j - a_{j1}) = b_1 + c_s - a_{s1} = 1.
\]

Eq. (12) can be proven in an analogous way.

- The simplifying condition \( C(1) \) can be written as
\[
a_1 + \tilde{A} \tilde{e} = \tilde{c}.
\]

Next we insert Eq. (15) into condition (11) and obtain
\[
b_1 + \tilde{b}^\top \tilde{A}^{-1} (\tilde{c} - a_1) = b_1 + \tilde{b}^\top \tilde{A}^{-1} (a_1 + \tilde{A} \tilde{e} - a_1) = b_1 + \tilde{b}^\top \tilde{e} = 1.
\]

Under these assumptions condition (13) is fulfilled, too, because
\[
\tilde{b}^\top \left[ \tilde{A}^{-k} (\tilde{c} - a_1) - \tilde{A}^{-k+1} \tilde{e} \right] = \tilde{b}^\top \left[ \tilde{A}^{-k} (a_1 + \tilde{A} \tilde{e} - a_1) - \tilde{A}^{-k+1} \tilde{e} \right] = 0.
\]

- The simplifying condition \( C(q) \) can be written as \( q \tilde{A} \tilde{c}^{q-1} = \tilde{c}^{q} \). It follows with the simplifying condition \( B(q) \)
\[
\tilde{b}^\top \tilde{A}^{-1} \tilde{c}^{q} = q \tilde{b}^\top \tilde{A}^{-1} \tilde{A} \tilde{c}^{q-1} = q \tilde{b}^\top \tilde{c}^{q-1} = 1. \quad \square
\]

With the help of this theorem we can define \( B_{PR} \)-consistency.

**Definition 1.** A consistent ESDIRK method is called \( B_{PR} \)-consistent of order \( q \) if the simplifying condition \( C(1) \), condition (12) for \( k = 2, \ldots, q \) and (14) for \( k = 2, \ldots, \infty \) and \( l = \max\{1, k - q\}, \ldots, k - 2 \) are satisfied.

The simplifying condition \( C(q) \) is directly related to \( B_{PR} \)-consistency of order \( q \).

**Theorem 2.** If the ESDIRK method (2)–(3) satisfies the simplifying condition \( C(2) \), condition (14) is satisfied for \( l = k - 2, k = 3, 4, \ldots. \)

**Proof.** The simplifying condition \( C(2) \) is given by \( \tilde{A} \tilde{c} = \tilde{c}^2 / 2 \) or component-wise by
\[
\sum_{j=1}^{s} a_{ij} c_j = c_j^2 / 2.
\]
Since \( c_1 = 0 \) we can sum from 2 to \( s \) and get \( \tilde{A} \tilde{c} = \tilde{c}^2 / 2 \). For \( l = k - 2 \) condition (14) is given by
\[
\tilde{b}^\top \tilde{A}^{-2} \left[ \tilde{A}^{-1} \tilde{c}^2 - 2 \tilde{c} \right] = 0.
\]
Inserting \( C(2) \) yields
\[
\tilde{b}^\top \tilde{A}^{-2} \left[ 2 \tilde{A}^{-1} \tilde{A} \tilde{c} - 2 \tilde{c} \right] = 0
\]
and everything is proven. \( \square \)

### 2.5. The global error

The global error can be obtained if the representation of the local error, i.e. Eq. (9) is applied several times. We have
\[
\epsilon(t_{m+1}) = R(z)(u_m - \varphi(t_m)) + \delta_t(t_m)
\]
\[
= R(z)^2(u_{m-1} - \varphi(t_{m-1})) + R(z)\delta_t(t_{m-1}) + \delta_t(t_m) = \cdots =
\]
\[
= R(z)^{m+1}(u_0 - \varphi(t_0)) + \sum_{j=0}^{m} R(z)^{m-j} \delta_t(t_j).
\]

The first term vanishes, since the initial condition is valid. Next we define convergence in the stiff case as follows.
Definition 2. An ESDIRK method is called $B_{PR}$-convergent of order $q$ if the global error satisfies
\[
\varepsilon(t_n) \leq C_1 \tau^q + C_2 \frac{\tau^{q+1}}{|z|},
\]
where $C_1$ and $C_2$ are non-negative constants which are independent of the step size $\tau$ and the stiffness $\lambda$.

Next we show that $B_{PR}$-consistency and $A$-stability imply $B_{PR}$-convergence or, to be more precise, that $B_{PR}$-consistency of order $q$ and $A$-stability imply $B_{PR}$-convergence of order $q - 1$. For many ESDIRK methods it can be shown that they converge with order $q$, too, if certain assumptions are fulfilled, as the following theorem tells us.

Theorem 3. Consider an $A$-stable ESDIRK method with $R(\infty) \leq 1$. Assume that the local error can be written in form (9) and that the ESDIRK method is $B_{PR}$-consistent of order $\bar{q} + 1$.

- Then the ESDIRK method is $B_{PR}$-convergent of order $\bar{q}$.
- If $R(\infty) < 0$ then for constant step sizes $\tau$ the ESDIRK method is $B_{PR}$-convergent of order $\bar{q} + 1$.
- If $R(\infty) = 0$ the ESDIRK method is $B_{PR}$-convergent of order $\bar{q} + 1$.

Proof. For the proof we refer to [7] or [16]. \(\square\)

3. New ESDIRK methods

In this section we develop new stiffly accurate ESDIRK methods which satisfy the new order conditions (12) and (14). Moreover, adaptivity with an embedded method should be possible. Since Theorem 1 is valid for the embedded methods, too, all our embedded methods satisfy conditions (11) and (13) automatically.

3.1. The ESDIRK53PR method

First we create a stiffly accurate ESDIRK method of order 3 with 5 internal stages. The method should satisfy the simplifying conditions $B(1), B(2), B(3), C(1)$ and $C(2)$. Also, condition (14) should be valid for $k = 4$ and $l = 1$, $k = 5$ and $l = 2$. Moreover, the method and its embedded method should be L-stable. If we use all the simple conditions such as $C(1)$ we have 13 degrees of freedom and 10 equations. The free coefficients are $c_2 = 5/9$, $c_4 = 9/10$ and $\hat{b}_4 = 1/2$. The remaining coefficients can be computed with the help of a computer algebra tool. The coefficients can be found in Table A.3 in Appendix A.

3.2. The ESDIRK63PR method

Next we want to improve the ESDIRK53PR method in such a way that the embedded method is stiffly accurate, too. We need 6 internal stages, and therefore we have more coefficients than in the previous case. We want to fulfil condition (14) for $k = 4$ and $l = 1$, $k = 5$ and $l = 2$, $k = 6$ and $l = 3$, $k = 5$ and $l = 1$. Then we have 11 equations and 13 variables. The variable $c_2$ is set to 5/6 and $c_4$ to 3/10. Again, the coefficients are determined with the help of a computer algebra tool and are given in Table A.4 in Appendix A.

3.3. The ESDIRK74PR method

Next we want to find a 4th order ESDIRK method which satisfies the new order conditions. Therefore, we need 7 internal stages. In this case the simplifying condition $B(4)$ should be fulfilled, too. Moreover, condition (14) should be valid for $k = 4$ and $l = 1$, $k = 5$ and $l = 2$, $k = 6$ and $l = 3$, $k = 5$ and $l = 1$, $k = 6$ and $l = 2$. The free variables are chosen in the following way: $c_2 = 1/3$, $c_3 = 1/6$, $c_4 = 2/3$, $c_5 = 3/4$, $c_6 = 6/7$, $\bar{b}_2 = 1/10$, $\bar{b}_4 = 0$, and $a_{65} = 1/10$. Table A.5 in Appendix A presents the coefficients of the method.

3.4. Comparison of methods

In this section we compare different ESDIRK methods. It is interesting to know which order conditions are satisfied by the different methods. In the literature many ESDIRK methods can be found. The following list of ESDIRK methods is of course not complete.

First we mention ESDIRK methods of order 3 and 4, which can be found in the paper of Kennedy and Carpenter [9]. These methods have 4 and 6 internal stages and are denoted in this paper by ESDIRK3 and ESDIRK4. In [10] several ESDIRK methods of order 3, 4 and 5 were created. In newer papers ESDIRK methods are developed which satisfy order conditions for DAEs of index 2 or higher. One example is in the paper of Williams et al. [20] with the method ESDIRK32 which has 4
internal stages and order 3. In [18] Skvortsov considers methods of order 4, which can be used for the solution of index-2 and index-3 DAEs.

Order conditions for index-2 DAEs were derived in the book of Hairer, Lubich and Roche [6], simplified by Higuera [8], and given by [20]

\[ \tilde{b}^T \tilde{A}^{-1} \tilde{c}^k = 1, \quad k \in \{1, 2, 3\}, \tag{16} \]
\[ \tilde{b}^T \tilde{A}^{-2} \tilde{c}^k = k, \quad k \in \{1, 2, 3\}. \tag{17} \]

**Theorem 4.** Let a stiffly accurate ESDIRK method be given. If this method satisfies condition (14) for \( l = 1 \) and \( k \in \{1, 2, 3\} \) the index-2 conditions (16) and (17) are automatically fulfilled.

**Proof.** As we have shown before, condition (16) is fulfilled for all \( k \) if the ESDIRK method is stiffly accurate. Condition (14) reads in the case \( l = 1 \) and \( k \in \mathbb{N} \) as

\[ \tilde{b}^T \tilde{A}^{-2} \tilde{c}^{k-1} = \tilde{b}^T \tilde{A}^{-1} (k-1) \tilde{c}^{k-2}, \quad k = 2, 3, \ldots . \]

Since our ESDIRK method is stiffly accurate, the right-hand side of the last equation is equal to \( k - 1 \). Next we make an index shift from \( k - 1 \) to \( k \) and get

\[ \tilde{b}^T \tilde{A}^{-2} \tilde{c}^k = k, \quad k = 1, 2, \ldots . \]

This is the index-2 condition (17). \( \square \)

In Table 1 it is shown which order conditions are satisfied by the considered ESDIRK methods. Condition (14) with \( k - l = 2 \) is not considered, since it is satisfied by the simplifying condition C(2), which is fulfilled by all methods. The second column with \( k = 4 \) and \( l = 1 \) is a part of index-2 condition (17). It is satisfied by the index-2 methods, i.e. ESDIRK32 and the methods from Skvortsov. For the other columns one has to distinguish between third and fourth conditions. Most of the other conditions are only satisfied by our new methods, and only a few by the methods from Skvortsov. In the next section we show that it is important that all conditions are satisfied. Then it is possible to guarantee full order 3 or 4 in the case of the stiff Prothero–Robinson example. Otherwise the order of convergence can be rather poor for certain problems.

4. **Numerical examples**

In this section we apply our new ESDIRK methods to several test examples. In Table 2 we summarise the properties of the ESDIRK methods which are used for the computations of the numerical examples.

We first consider the example of Prothero and Robinson [14] to show that the new methods have full order for the stiff Prothero–Robinson example. For medium stiff problems the numerical results of the new methods are better, but the numerical order of convergence is rather poor. Then we consider a DAE of index 2. Finally, we see that our new methods can solve DAEs of index 2 effectively. Note that the methods from Skvortsov [18] are not equipped with an embedded method. Therefore, we use these methods only in cases where we solve our problems with equidistant time steps.
Table 2
Properties of the selected ESDIRK methods.

| Name        | s  | p  | q  | $|R(\infty)|$ | $|\dot{R}(\infty)|$ | Reference |
|-------------|----|----|----|--------|----------------|-----------|
| ESDIRK32    | 4  | 2  | 2  | 0.33   | 1              | [20]      |
| ESDIRK3     | 4  | 3  | 2  | 0      | 0.07           | [9]       |
| ESDIRK32a   | 4  | 3  | 2  | 0      | 0.96           | [10]      |
| ESDIRK53PR  | 5  | 3  | 2  | 0      | 0              | Section 3.1|
| ESDIRK63PR  | 6  | 3  | 2  | 0      | 0              | Section 3.2|
| ESDIRK4     | 6  | 4  | 2  | 0      | 0.07           | [9]       |
| ESDIRK43a   | 5  | 3  | 2  | 0      | 0.55           | [10]      |
| ESDIRK43b   | 5  | 3  | 2  | 0.72   | 0              | [10]      |
| Skvortsov4–3| 6  | 4  | 2  | 0      | –              | [18]      |
| Skvortsov4–4| 6  | 4  | 2  | $L(89.95^\circ)$ | –         | [18]      |
| Skvortsov4–5| 8  | 5  | 2  | $L(87.7^\circ)$  | –         | [18]      |
| ESDIRK74PR  | 6  | 4  | 2  | 0      | 0              | Section 3.3|

Fig. 1. $\tau$ versus error for (18) with $\lambda = -10^6$: third order methods (left) and fourth order methods (right).

4.1. Example of Prothero–Robinson

First we consider the well-known example from Prothero and Robinson, which is given by

$$
\dot{u} = \lambda (u - \varphi(t)) + \dot{\varphi}(t), \quad u(0) = \varphi(0), \quad \lambda < 0.
$$

The exact solution is given by $u(t) = \varphi(t)$ and the function $\varphi(t)$ by

$$
\varphi(t) = \sin\left(\frac{\pi}{4} + t\right).
$$

The ODE is solved (18) with equidistant step sizes $\tau = \frac{1}{10^{2k}}, \ k = 0, \ldots, 5$ in the time interval $(0, 1/10]$. In Fig. 1 we present the numerical results for $\lambda = -10^6$. In the left figure we compare the third order methods. It can be observed that the ESDIRK32 method converges with a higher order than usual third order methods, which do not satisfy the index-2 conditions. The new methods ESDIRK53PR and ESDIRK63PR are the best methods in this case. All other methods converge with order 2.

The fourth order methods are compared in the right part of Fig. 1. Methods which are not designed for index-2 DAE converge with order 2 in the stiff case. An improvement can be observed if the methods are designed for index-2. The highest numerical order of convergence can be observed for our new method ESDIRK74PR. We get a different impression of the methods if we solve the example of Prothero and Robinson for $\lambda = -10^3$ (see Fig. 2). Let us first consider the 3rd order method, i.e. the left part of Fig. 2. ESDIRK3 and ESDIRK32a converge with order 2 for larger $\tau$. For smaller step sizes the order of convergence increases. If the step size $\tau$ is large the ESDIRK32 method is much better than the ESDIRK3 and ESDIRK32a methods. For smaller step sizes the numerical results of these three methods are more or less the same. The ESDIRK53PR and ESDIRK63PR methods show a poor convergence behaviour for larger $\tau$. In these cases the error terms $\tau^3/\xi$ dominate. For the ESDIRK53PR method we have the error term $O(\tau^3/\xi^3)$, whereas for the ESDIRK63PR the error term is given by $O(\tau^3/\xi^4)$. But these errors terms are small and therefore the numerical errors of the ESDIRK53PR and ESDIRK63PR methods are smaller than all the other numerical errors.
Fig. 2. $\tau$ versus error for (18) with $\lambda = -10^3$: third order methods (left) and fourth order methods (right).

Fig. 3. Stiffness versus numerical order of convergence: third order methods (left) and fourth order methods (right).

In the case of the 4th order methods a similar observation can be made. Again, the ESDIRK4, ESDIRK43a and ESDIRK43b methods have the largest numerical error and order 2 for large step sizes. All the other methods have a poor convergence behaviour for larger step sizes. For example, the Skvortsov4–4 and the ESDIRK74PR method do not converge at all for $\tau \in [1/100, 1/10]$, since the errors terms are given $O(z^3/z^3)$ and $O(z^3/z^3) + O(z^4/z^4)$. But as in the case of the 3rd order methods the methods from Skvortsov and from this paper compute better results than the ESDIRK4, ESDIRK43a and ESDIRK43b methods. In Fig. 3 the stiffness $|\lambda|$ is plotted against the numerical order of convergence. We solve the Prothero–Robinson problem in the time interval $(0, 2]$, and as step size we use $\tau = 0.1 \cdot 2^{-l}$, where $l = 0, \ldots, 5$. From the discrete $l_2$-error the numerical order of convergence is computed. The medium numerical order of convergence is plotted in Fig. 3. It can be observed that the ESDIRK methods which do not satisfy any further order condition converge with order $p$ in the non-stiff case, and with order 2 in the stiff case. Since none of the considered methods is $B_{PR}$-consistent of order 3 the methods from Skvortsov and from this paper show an interesting convergence behaviour. For medium stiff problems the convergence order decreases to 1, since the numerical error is dominated by factors of the form $\tau^4/z^l$.

4.2. An index-2 DAE

Next we consider the differential-algebraic equation (see [12], [4, Example 10] or [7, page 461]).

$$
\begin{align*}
\dot{u}_1 - u_3 \dot{u}_2 + u_2 \dot{u}_3 &= 0 \\
\dot{u}_2 &= \epsilon \sin(\omega t) \\
\dot{u}_3 &= \epsilon \cos(\omega t) \\
u_1(0) &= 0
\end{align*}
$$

(19)
This problem has differentiation index 1, but perturbation index 2 [7, page 461]. Numerical results applied on this problem should be designed in such a way that order conditions for index-2 DAEs are satisfied (see [17]). The DAE (19) can be solved numerically by introducing new variables $z_i := \dot{u}_i$. With this setting it is possible to rewrite problem (19) in the form

$$\dot{u} = z, \quad 0 = F(t, u, z).$$

For our numerical experiments we chose $\epsilon = 1$ and $\omega = 25$. First we solve this problem in the time interval $[0, 1/10]$ with equidistant time steps $\tau = 0.1 \cdot (1/2)^k$, where $k = 0, \ldots, 5$ and present the numerical results in Fig. 4. We get similar results as in the case of the Prothero–Robinson example. Methods such as ESDIRK32a, -43a and so on, which are not designed for index-2 DAEs, give the most inaccurate results. For the third order methods our new methods ESDIRK53PR and ESDIRK63PR are better than the ESDIRK32 method. In the case of the fourth order methods our new scheme ESDIRK74PR gives similar results as the Skvortsov4–5 method, but this method has no embedded method.

Next we solve the index-2 DAE (19) with an adaptive time step control time interval $[0, 50]$, where we set $\omega = 10$. The numerical results are shown in Fig. 5. In the left part we have the third order methods, which behave similarly to the previous simulation with constant step sizes. Again, we have the situation that the index-2 methods perform better than the others. Moreover, the new methods ESDIRK53PR and ESDIRK63PR are more effective than ESDIRK32. The same situation can be observed for the fourth order methods. Here the new ESDIRK74PR method is the most effective one.

5. Summary and outlook

In this paper we have considered ESDIRK methods and analysed the example of Prothero and Robinson. We showed that further order conditions must be satisfied if we want to have full order convergence. Therefore, we created new third and fourth order ESDIRK methods, which in our test examples perform much better than the usual ESDIRK methods.
Appendix A. Coefficients of methods

Table A.3
Set of coefficients for the ESDIRK53PR method.

| \(a_{21}\) | 2.777777777777778e-01 |
| \(a_{11}\) | 3.46552483519272e-01 |
| \(a_{33}\) | 2.777777777777778e-01 |
| \(a_{44}\) | 2.777777777777778e-01 |
| \(a_{55}\) | -9.46147358816787e-01 |
| \(b_1\) | 2.481479828780141e-01 |
| \(b_2\) | 2.139473588935955e-01 |
| \(b_3\) | 1.02672439267400e+00 |
| \(b_4\) | -9.46147358816787e-01 |
| \(b_5\) | 2.777777777777778e-01 |

Table A.4
Set of coefficients for the ESDKIR63PR method.

| \(a_{21}\) | 4.166666666666667e-01 |
| \(a_{11}\) | 3.640473915723038e-01 |
| \(a_{33}\) | 4.166666666666667e-01 |
| \(a_{44}\) | 2.256347178064659e+00 |
| \(a_{55}\) | 4.97238472615363e-03 |
| \(b_1\) | 3.05496837846108e-01 |
| \(b_2\) | 4.057983152922798e+00 |
| \(b_3\) | -2.202162095676910e+00 |
| \(b_4\) | -1.71133004695519e-01 |
| \(b_5\) | 4.166666666666667e-01 |

Table A.5
Set of coefficients for the ESDKIR74PR method.

| \(a_{21}\) | 1.666666666666667e-01 |
| \(a_{11}\) | 4.166666666666666e-02 |
| \(a_{33}\) | 1.666666666666667e-01 |
| \(a_{44}\) | 1.666666666666667e-01 |
| \(a_{55}\) | -1.349609375000000e+00 |
| \(a_{66}\) | 1.666666666666667e-01 |
| \(b_1\) | 1.68454267805816e-01 |
| \(b_2\) | 1.68454267805816e-01 |
| \(b_3\) | 1.666666666666667e-01 |
| \(b_4\) | -3.930182461751728e-01 |
| \(b_5\) | 7.501308098831386e-01 |
| \(b_6\) | 2.55843889686931e-01 |
| \(b_7\) | 1.666666666666667e-01 |
References